ITOC Meeting Minutes

January 28, 2004 
10:00 – 12:00 pm

Location: EPS,  6th Floor Conference Room 6005
Present: DCEG -Blanche Alter, Andrew Bergen, Barry Graubard, Marianne Henderson, Kevin Jacobs, James Lacey, Jay Lubin, Chitra Mohla, Claudine Samanic, Sholom Wacholder, Bob Welch

Kevin Jacobs started the meeting with a brief introduction of himself and his background.  There is a pressing need for information and technology solutions within DCEG and NCI as a whole.  Kevin stated that he has designed and deployed systems with similar technology needs as DCEG.  
Kevin’s Status Report: 

· Met with IMS, Westat and CGF

· Briefly talked with many DCEG investigators with more in depth meetings planned

· Started work on requirements analysis

· Working on defining some short/medium term candidates for technology prototypes and pilot projects.

    Immediate Plans:
· Put up a Web site that will act as a central hub for the project

· Continue Knowledge Acquisition (KA)

· Encourage improved data interchange

· Drive development of prototype and pilot technology implementations

· Convene working groups to draft standards, best practices guidelines, and data models

· Combine all these elements to form a successful long-term technology plan
The goal is to build a system using open, standards-based architecture.  Whenever possible there will be an attempt to re-use existing standards.  Multiple components and databases should be able to interoperate and collaborate.  Kevin went on to explain his vision of the open, standards-based architecture.  Please see attached PowerPoint for diagrams of the proposed modular approach.
Barry suggested that Kevin contact Harvard University since they have very similar study requirements.  

Action:  Chitra will provide Kevin the name of the contact at Harvard.

There was a question about SAS being able to provide a complete data storage, management, and analysis system.  It was pointed out that SAS will be an important part of the analysis and data export module. It cannot be the whole solution since SAS does not have all of the required functionality.

Andrew emphasized the importance of using an open, standards-based architecture as being very economical.  He gave the example of the “twin registries” study in Scandinavia – they are using the IBM federated data base which is very expensive (~€70M).
There was some discussion about NIH trying to centralize computer services like e-mail and if it would impact DCEG’s technology plans.  It was pointed out that the most likely integration mandate would be with NCICB and their caBIG project.  Kevin stated that this would be a complementary integration effort and should not impede software development at DCEG.

It was also stressed that all our myriad contractors should be able to interact with the system.

There was concern about maintenance of the system once it has been built – especially if we do not have a single company standing behind it such as IBM.
Kevin stated that the open architecture that will be used should be easily maintainable by multiple vendors since the approach requires detailed and extensive documentation and review of every aspect of the system. Also, since much of the technology implementation will be distributed among the vendors responsible for the data.
Kevin mapped out four integration projects that he will be working on immediately:
· Real-time BSI interface

· Interface with Westat issue tracking system
· Interface with CGF LIMS
The vision is to develop a Web based “study dashboard” to showcase these data integration efforts.  You will be able to log on and access your study information.  A demonstration should be ready for use by late June or early July.

Question:  What is a native interface?

A native interface serves as glue between different platforms without a great deal of translation or information loss between systems.  The opposite of native in this context is foreign. 
The system will have various degrees of data integration – so areas may be read-only, others may be snapshots, while others will be fully dynamic in real-time. Snapshots are for data will be loaded at intervals such as databases that update once ever 24 hours or laptops in the field being used to collect data and then upload the data on to the main system.

The Current Proposal is to focus on short to medium term solutions.  The goal will be to interact with existing systems.  Eventually more ambitious systems like better CAPI and CATI software can be built on the foundation developed in the earlier stages.  The motivating factor for many studies will be a better Questionnaire data system.

Question:  Are we going to have a requirement that use of the system will be mandatory?
The system will initially be focused on integrating data sources irrespective of study (e.g., BSI, CGF LIMS, etc).  Both new and existing studies will be able to use some of the tools, though a more comprehensive solution will take at least 18 months to develop.  Since all components will be harmonized with common standards, it will be cost effective for investigators to adopt the system wholesale or incrementally.

Andrew stressed that currently we do not have any study management system – or if we do, it is effectively the e-mail system.  A lot of time is spent sending data files, requisitions, and confirmations back and forth via Microsoft Outlook.  Moving many of these ad-hoc exchanges into a study management system can greatly increate efficiency, reduce costs, and eliminate many classes of errors.
There was some concern about the Common Data Element Dictionary being too rigid.  It was pointed out that the metadata repository will be extensible and it would not be uncommon for 20% of the data elements in each study to be novel.  Kevin mentioned an informal survey of graduate students and post-docs done at Case Western, where 80% of the time spent after data collection was spent on data cleaning, understanding and manipulating the data, and under 20% on actual analysis and writing papers.  Hence, standardizing the data elements and representations is vital for efficient data exchange across studies, collaborators, and platforms.
Moving Forward
· Choose a name for the project
· Launch project Web site
· Form Working groups, initially:
- Data identifier working group
- Common data elements working group
· Explore methods on how to best generate support, buy-in, and excitement
- Identify features that people would love to have
- Features that are easy to implement with less investment

· Next generation “ID scheme”
- Using multiple Ids
- IDs that are globally unique
- Methods for transforming and translating ID
- Central ID registry

NEXT ITOC: Wednesday, March 24, 2004
                            2:00 – 4:00 pm
                          EPS Room 7107
